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Abstract 

This paper discusses the use of the BERT model for processing texts in the Uzbek 

language. BERT (Bidirectional Encoder Representations from Transformers), being 

one of the most advanced models in the field of natural language processing (NLP), 

demonstrates high efficiency when working with various languages. The study 

analyzes the main aspects of adapting BERT for the Uzbek language, including data 

collection and preparation, model training and evaluation of its performance. 

 

Introduction 

BERT, developed by Google AI, is a deep, bidirectional model trained on a large 

volume of text. Its ability to take into account the context of words on both the left 

and right makes it especially effective for natural language processing tasks [1]. 

Applying BERT to the Uzbek language is important for several reasons. First, the 

Uzbek language has a unique morphological structure, which poses special 

challenges for NLP [2]. Secondly, the lack of large text corpora in the Uzbek 

language complicates training and evaluation of models. 

   

Data preparation 

To successfully use BERT in the Uzbek language, it is necessary to create an 

extensive corpus of texts [3]. This study used texts from news sites, social networks 

and books. This data was denoised, tokenized and normalized. The data preparation 

process included: 

• Collection of texts from open sources. 

• Removing duplicates and irrelevant information. 

• Tokenization taking into account the peculiarities of the Uzbek language. 

• Lemmatization to reduce words to their base form. 
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Adaptation of the BERT model 

BERT requires additional training on language-specific data [4]. The model 

adaptation process included the following stages: 

• Pre-training a model on an Uzbek text corpus. 

• Using data augmentation techniques such as text augmentation and translation 

from other languages. 

• Additional training on problems of classification and extraction of named 

entities. 

      Pre-training formula: 

𝐿 = −∑[𝑦𝑖 log(𝑝𝑖) + (1 + 𝑦𝑖) log(1 − 𝑝𝑖)]

𝑁

𝑖=1

 

where L is the loss function, N is the number of training examples, 𝑦𝑖  is the true 

label, 𝑝𝑖 is the predicted probability. 

 

Application examples 

The BERT model, adapted for the Uzbek language, can be used in various NLP 

tasks, such as: 

o Text classification: The model can identify the topics of news articles with high 

accuracy. 

Example: 

Input text: "Uzbekistan national team won the Asian football 

championship"("O‘zbekiston terma jamoasi futbol bo‘yicha Osiyo chipionligini 

qo‘lga kiritdi"). 

Classification: "Sport" 

o Named Entity Extraction: The model can extract names, dates, and other important 

entities in text [5]. 

Example: 

Input text: "President Shavkat Mirziyoyev visited Tashkent on July 20, 2023" (" 

Prezident Shavkat Mirziyoyev 2023-yil 20-iyul kuni Toshkentga tashrif buyurdi"). 

Extracted Entities: ["Shavkat Mirziyoyev" (Person), " Toshkent" (Location), " July 

20, 2023" (Date)] 

o Text translation: improving the quality of machine translation using the BERT 

model. 
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Performance Evaluation 

The model's performance was assessed using several metrics, including precision, 

recall, and F1-score. The results show that the adapted BERT model performs well 

on the test data. 

F1-measure formula:  

𝐹1 = 2 ∙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

The graph below shows the improvement in text classification performance 

compared to the baseline model. 

Image 1-Comparison of Model Performance Metrics 

 

Conclusion 

Using the BERT model for text processing in the Uzbek language opens up new 

opportunities for automating NLP tasks. Despite the challenges associated with the 

morphological features of the Uzbek language and the limited amount of available 

data, the adapted model demonstrates high efficiency. Future research may be aimed 

at further improving the model and expanding its application areas, such as machine 

translation, sentiment analysis and other tasks. 
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