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A machine translation technique called neural machine translation (NMT) uses 

artificial neural networks to predict the probability of word sequences. Typically, it 

incorporates all sentence models into one integrated model. This is the dominant 

approach today[1, 2] and under certain conditions can produce translations that 

compete with human translations when translating between languages with few 

resources[3]. However, especially in languages where high-quality data is less 

available[1, 4, 5]   and there are still problems with domain switching between the 

data the system is trained on and the text to be translated. available[1]. NMT systems 

also tend to produce literal translations[5]. 

The Transformer model quickly became the dominant choice for machine translation 

systems [2] and was the most used architecture so far at the 2022 and 2023 

Workshop on Statistical Machine Translation [6, 7]. 

The transformer model consists of two parts, and the main work of both parts is 

performed by the multi-head attention mechanism. 

The self-attention mechanism is a fundamental component of the Transformer 

model, which is widely used in natural language processing tasks. Here’s a detailed 

explanation of how it works, including an example with the calculation of softmax.  

 

Step-by-Step Explanation 

1. Input Representation: 

• Each word in the input sentence is represented as a vector. For simplicity, let’s 

assume these vectors have been embedded into a fixed-size vector space. 

 

2. Creating Query, Key, and Value Vectors 

• For each word in the input sentence, we create three vectors: Query (Q), Key 

(K), and Value (V). These vectors are obtained by multiplying the embedding vector 

by trained matrices WQ, WK and WV. The dimensionality of these vectors is typically 

chosen to be smaller than the embedding vector for computational efficiency[8]. 
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• If the input vector dimension is dmodeld, the dimension of Q, K, and V vectors 

is typically smaller (e.g., 64). This is an architectural choice to reduce computational 

complexity. 

 

3. Calculating Scores 

• To compute the self-attention for a particular word, say "Thinking" at position 

1, we calculate a score for each word in the input sentence by taking the dot product 

of the query vector of the word in position 1 (q1) with the key vectors of all words 

(k1,k2,…,kn)[9]. 

This can be represented as: 

𝑠𝑐𝑜𝑟𝑒(𝑖, 𝑗) = 𝑄𝑖 ∗ 𝐾𝑗 

• For example, if we are calculating the self-attention for the word at position 1 

(denoted as Q1), we need to compute the dot product of Q1 with K1, Q1 with K2, 

and so on. 

 

4. Scaling the Scores: 

• The scores are divided by the square root of the dimension of the Key vectors 

(denoted as √𝑑𝑘). This helps to prevent the gradients from becoming too small 

during backpropagation. 

𝑠𝑐𝑎𝑙𝑒𝑑𝑠𝑐𝑜𝑟𝑒(𝑖,𝑗) =
𝑠𝑐𝑜𝑟𝑒(𝑖, 𝑗)

√𝑑𝑘
 

5. Applying Softmax: 

• The scaled scores are passed through a softmax function to obtain the attention 

weights. The softmax function converts the scores into probabilities that sum to 1. 

𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑤𝑒𝑖𝑔ℎ𝑡(𝑖, 𝑗) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑠𝑐𝑜𝑟𝑒(𝑖, 𝑗)

√𝑑𝑘
) 

 

6. Calculating the Weighted Sum: 

• Each Value vector is multiplied by its corresponding attention weight, and the 

results are summed to obtain the final output vector for each word. 

𝑜𝑢𝑡𝑝𝑢𝑡𝑖 =∑(𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛_𝑤𝑖𝑔ℎ𝑡(𝑖, 𝑗)

𝑗

∗ 𝑉𝑗) 
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Example: 

• Score for word at position 1: score1=q1⋅k1=112 

• Score for word at position 2: score2=q1⋅k2=96 

Dividing by √𝑑𝑘: 

The scores are divided by the square root of the dimensionality of the key vectors 

(dk). This step helps to stabilize the gradients during training by scaling the dot 

products. In this example, dk=64, so √𝑑𝑘=8. 

• Adjusted score for word at position 1: 
𝑠𝑐𝑜𝑟𝑒1

√𝑑𝑘
=

112

8
= 14  

• Adjusted score for word at position 2: 
𝑠𝑐𝑜𝑟𝑒2

√𝑑𝑘
=

96

8
= 12 

Applying this to our adjusted scores: 

• Let 𝑥1 = 14 and 𝑥2 = 12 

• First, compute the exponentials:  

e14 ≈1.2026 ×106 ,   e12 ≈1.6275×105 

• Sum of exponentials:  

e14 + e12 ≈1.2026 ×106 +1.6275×105 ≈ 1.3654×106 

Softmax probabilities: 

 𝑠𝑜𝑓𝑡𝑚𝑎𝑥1 =
𝑒12

𝑒14+𝑒12
≈

1.226×106

1.3654×106
≈ 0.88 

 𝑠𝑜𝑓𝑡𝑚𝑎𝑥2 =
𝑒12

𝑒14+𝑒12
≈

1.6275×105

1.3654×106
≈ 0.12 

Thus, after applying softmax, the probabilities are: 

Score for word at position 1: 0.88 

Score for word at position 2: 0.12 

 

Summary 

1. Creating Vectors: Generate Query, Key, and Value vectors for each word. 

2. Calculating Scores: Compute dot products between the query vector of the 

current word and key vectors of all words. 

3. Dividing by √𝒅𝒌: Scale the scores by the square root of the dimensionality of 

the key vectors. 

4. Applying Softmax: Convert the scaled scores into probabilities using the 

softmax function, which normalizes them. 
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This process helps in determining how much focus to put on each word in the 

sentence when encoding the current word. 
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